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ABSTRACT

This thesis is concerned with the use of the digital
computer to realize cryptography. Three cryptographic
systems: simple substitution, pseudc-random cipher
(polyalphabetic cipher), and data-keyed cipher, are
designed, implemented through computer programming, and
evaluated. A suitable cyclic error correcting code is
designed to encode these systems for transmission. The

code is tested by simulating a noisy channel.
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I. DEFINITIONS

The following definitions are given to acquaint the
reader with some of the terms commonly encountered in the
field of cryptography.

Cryptology is the branch of knowledge that deals with
the development and use of all forms of secret communication.

Cryptography is the branch of cryptology that deals

with secret writing.

Cryptanlaysis is tche branch of cryptology that deals

with the analysis and solution of cryptographic systems.

A Cipher is a cryptographic system which conceals,
in a cryptographic sense, the letters or groups of letters
in the message or plaintext.

Enciphering is the operation of concealing a plaintext,

and the result is a cipher text, or in general a cryptogram.

Deciphering is the process of discovering the secret

meaning of a cipher text.

A key is the variable parameter of a cipher system,
prearranged between correspondents, which determines the
specific application of a general cipher system being
used. The use of keys permits almost endless variations
within a given cipher system. In fact, the value of a
specific cipher system is based on how hard it is for an
"eremy" to break a cryptogram or series of cryptograms,

assuming he knows the complete details of the system but

10
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lacks the keys which were used to encipher the cryptograms
originally.

A code is a cryptographic system which substitutes
symbol groups for words, phrases, or sentences found in
the plaintext. It involves the use of a codebook, copies
of which are kept by each correspondent.

Encoding is the operation of cinacealing a message
using a code.

Decoding is the process of recovering an encoded
message.

A code differs from a cipher because a code deals with
plaintext in variable size units, such as words or phrases,
while a cipher deals with plaintext in fixed size units,

usually a letter at a time,

11
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II. INTRODUCTION

Since there is no way of making data communication
links physically secure, particularly if some form of radio
transmiséion is involved, encryption is the only practical
method of protecting the transmitted data. In the commer-
cial world and nonmilitary parts of government, there is a
growing need for encryption. This need for encryption is
not just to satisfy the legal requirements for privacy,
but also to protect systems from criminal activities.

At the present time, communication systems seem to be
going towards digital means. There are already in use
digital systems for data communications as well as for
public services such as the telephone systea.

The present work was intended to study the possibility
of using a digital computer to realize cryptographic systems.
Further, this computer can be envisioned as part of a digital
communication system, mainly to do cryptography and to
implement suitable error correcting codes. 'The DEC
PDP-11/40 minicomputer was used to do this s+udy.

Through this work, three cryptographic systems were
designed, ranging from a simple substituticn cipher to a
data-keyed cipher. On the latter the message itself con-
stituted the key to modify other characters. Very signi-
ficant results were obhtained from it in the sense that it

gives rise to a text where its characters were nearly

12
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equiprobable. Furthei, a cyclic error correcting code

was designed and implemented to work with these

cryptographic systems, 3
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III. HISTORICAL BACKGROUND

%?
3
1.
%,

Some of the earliest practical crytograpnic systems

were the monoalphabetic substitution systems used by the
Romans [Ref. 1]. In these, one letter is substituted for
another. For example, an A might be replaced by a C.

By the fifteenth century, an Italian by the name of Alberti
came up with a technique of cryptoanalyzing letters by
frequency analyses. As a result, he invented probably the
first polyalphabetic substitution system using a cipher
disk. Thus, he would rotate the disk and encode several
more words with'the next substitution alphabet.

Early in the sixteenth century Trithemius, a Benedic-
tine Monk, had the first printed book published on cryp-
tology. Trithemius described the square table or tableau
which was the first known instance of a progressive key
applied to polyalphabetic substitution. It provided a
means of changing alphabets with each character. Later in
the sixteenth century, Vigenere perfected the autokey; a
progressive key in which the last decoded character led to
the next substitution alphabet in a polyalphabetic key.
These were basically the techniques that were widely applied
in the cryptomachines in the first half of the twentieth
century. Various transposition techniques have been em-
ployed including the wide use of changing word order and
techniques such as rail transpositions (used in the Civil

War) .

14




In 1883, Anguste Kerckhoffs, a man born in Holland but

a naturalized Frenchman, published a book entitled La

Cryptographic Militaire. In it, he established two general

principles for cryptographic systems. They were:

1.

A key must withstand the operational strains of
heavy traffic. It must be assumed that the enemy
has the general system. Therefore, the security

of the system must rest with the key.

Only cryptoanalysts can know the security of the
key. In this, he infers that anyone who proposes a
cryptographic technique should be familiar with

the techniques that could be used to break it.

From these two general principles, six specific require-

ments emerged in his book:

1.

The Key should be, if not theoretically unbreakable,
at least unbreakable in practice.

Compromise of the nardware system or coding tech-
nique should not result in compromising the security
of communications that the system carries.

The key should be remembered without notes and
should be easily changeable.

The cryptograms must be transmittable by telegraph.
Today this would be expanded o0 include both digital
intelligence and voice (if voice scramblers are
employed) utilizing either wire or radio as the

medium,

15
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5. The apparatus or documents shculd be portable and
operable by a single person.

6. The system should be easy, neither requiring
knowledge of a long list of rules nor involving
mental strain.

In 1917 Gilbert S. Vernam, a young engineer at American
Telephone and Telegraph Company, using the Baudot code
(teletype) invented a means of adding two characters
(exclusive or). Vernam's machine mixed a key with text

as illustrated by the following:

Clear Text 1 01 1 1
Key 0 1 0 1 O

Coded Character 1 1 1 ¢ 1

To derive the text from the coded character, all that was
required was the addition of the key again to the coded

character.

Coded Character 1 1 1 0 1
Key 01 0 1 O

Clear Text 1 0 1 1 1

His machines used a key tape loop about eight feet long
which caused the kev to repeat itself over a high volume
of traffic. This allowed cryptoanalysts to derive the
key. William F. friedman, in fact, solved cryptograms

using single-loop code tapes but appears to have been

16
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unsuccessiul when two code tapes were used. Major Joseph

Om Mauborgjne {(U.S. Army) then introduced the one-time
code tape derived from a random noise source. This was
one of the first theoretically (and in practice) unbreaka-
ble code systems. The major disadvantage of the system
was the enormous amounts of key required for high-volume
traffic.

During the 1920's and 1930°‘s, the rotor-ccde machines
having five and more rotcrs, each rotor representing a
scrambling step, were developed. They proved relatively
insecure, requiring only high-traffic volume for the
cryptoanalyst to break them. In fact, the Japanese used
a code~wheel~-type machine for their diplomatic communica-
tions well into World War {I. It was vulnerable to crypto-
analysis, and William F. Friedman and his group not only
solved the code but reconstructed a model of the machine
to break Japanese diplomatic correspondence. Thus, Presi-
dent Roosevelt and others were aware of the impanding break
in diplomatic relations with Japan just prior to World
War II.

The code wheels (or rotors) were nothing more than

key memories storing quantities of key which could easily

:
o
#
i
b
/]
5
';J
K
)
3
y
d
B

be changed by interchanging rotor positions, specifying
various start points for each rotor, and periodicaly re-
placing a set of rotors. This provided a means of producing

what is called key leverage.

17
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The advent of electronic enciphering systems substan-

/ tially replaced the mechanical cryptographic machines.

And, further the appearance and fast development of digitail
logic is offering new tools to modern crypto designers.
References (2), (3) and (4) from the Bell System Technical
Journal provide interesting literature on Digital Data

Scramblers,

Today, the most commonly encountered commercial crypto-
system is based on the "shift register," [Ref. 5]. Despite 1

design variations, shift registers are used as pseudorandom 3

R T ST

key generztors. The implementation of data scramblers with

er iy

pseudorandom sequences using logic circuits is suggested

by Twigg {Ref. 6], and Henrickson [Ref. 7]. The idea of
shift register sequences is well treated by Golomb [Ref. 8].
The relative weakness of pseudorandom <codes is pointed by
Meyer and Tuchman [Ref. 9], from I.B.M. For high security,
Torrieri [Ref. 10), and Geffe [Ref. 11], introduce the idea
of using nonlinear as well as linear operations. The theory

of nonlinear operations is also contained in Ref. 8.

Finally, the appearance of modern high speed digital
computers has ris2n speculation as how best to apply its !
capabilities since it is available for both cryptography |
and cryptanalysis. Even the newest microprocessors are
reported [Ref. 12], as being designed for encription
devices,

A very comprehensive historical exposition with some

descriptive technical content is the bcok by Kahn, The

18




Codebreakers [Ref. 13], which appeared in 1967. Of special

interests are the sections devoted to the cryptographic
agencies of themajor powers, including the United States.
For the interested reader in the field of cryptography,
the American Cryptogram Association publishes "The Crypto-
gram,” a bimonthly magazine of articles and cryptograms.
The hobby of soiving cryptograms provides a fascinating
intellectual challenge. Patient analysis and flashes of
insight, combined with the enthusiasm of uncovering
something hidden, give cryptanalysts an enjoyment which is

almost unique.

19
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IV. THEORY OF SECRECY SYSTEMS

A. INTRODUCTION

A secrecy system is defined as a set of transformations
of one space (the set of possible messages) into a second
spate (the set of possible cryptograms). Each particular
transformation of the set corresponds to enciphering with
a particular key. The transformations are supposed rever-
sible (non-singular) in order to obtain unique deciphering
when the key is known together with the specific system
used.

Each key and therefore each transformation is assumed
to have an a priori probability associated with it., Simi-
larly each possible message is assumed to have an associated
a priori probability of being selected for encryption.
These two represent the a priori knowledge of the sitvation
for a cryptoanalyst trying to break the cipher._

To use the system a key is first selected and sent
to the receiving point. The choice of a key determines a
particular transformation in the set forming the system.
Then a message is selected and the particular trunsformation
corresponding to the selected key is applied to the message
to produce a cryptogram. This cryptogram is transmitted to
the receiving point by a channel where it can be intercepted
by an undesired agent. At .ne receiving end, the invesrse

of the particular transforrmation is applied to the cryptogram

20
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to recover the original message. Figure 1 provides the

conceptual idea of a secrecy system.

undesired
agent

SOURCE cxyptogram ressage

yAN
key
key
KEY
SOURCE

Figure 1. A Secrecy System.

If the referred undesired agent intercepts the trans-
mitted cryptogram through a channel, he can calculate from
it and from his possibel knowledge of the system being used,
the a posteriori prcbabilities of the various possible
messages and keys which might have produced this cryptogram.
This set of a posteriori probabilities constitutes his

knowledge of the key and message after the interception.

21




The calculation of the a posteriori probabilities is the

generalized problem in cryptanalysis.

C. PEKRFECT SECRECY

Shannon [Ref. 14], provides for concepts such as
entropy, redundancy, equivocation and many others that are
helpful for evaluating secrecy systems.

Let us assume that the message space is constituted
by a finite number of messages Pl’ Por eeey Pn with an
associated a priori probabilities p(Pl), p(Pz), cees p(Pn)
and that these messages are mapped into the cryptogram

space by the transformation

The cryptanalyst intercepts a particular Cj and can
then calculate the a posteriori conditional probability
for the various messages, p(Pj/Cj). It seems natural now
to define that one condition for perfect secrecy is that for

all Cj' the a posteriori probabilities of the messages P

given that Cj has been received, are equal to their a

priori probabilities, independent of these values. Or,
from an information theory viewpoint, intercepting the
cryptogram has given the cryptanalyst no information about
the message; he just knows that a message was sent. On
the other hand, if this condition is not satisfied there

will exist situations in which the cryptanalyst has certain

22




a priori probabilities and certain choices of key and

message thus preventing perfect secrecy to be achieved.

Shannon [Ref. 15], gives a thecrem stating the necessary

and sufficient conditions for perfect secrecy, namely
p(c/P) = p(C)

for all the messages (P) and all the cryptograms (C).

Where

p(C/P) = Conditional probability of crypto-
gram C to occur if message P is
chosen.

p(C) = Probability of obtaining cryptogram

C for any cause.

Stated in other terms, the total probability of all
keys that transform P, into a given cryptogram C is equal

to that of all keys transforming Pj into the same C, for

all Pi’ Pj and C.

In the Mathematical Theoxy of Communications given by

Reference 14, it was shown that a convenient measure of

information was the entropy. For a set of events with

probabilities Pyr Pyr eeer Ppy the entropy H is given by:

H = - i p; log p;

23
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In a secrecy system there are two choices involved, that
of the message and that of the key. We may measure the
amount of information produced when a message is chosen

by

H(P) = - Lp(P) log p(P)

the summation being over all possible messages. Similarly,
there is an uncertainty associated with the choice of key

given by

H(K) = - Ip(K) log p(K)

For perfect secrecy systems the amount of information
in the message is at most log n (occurring when all messages
are equiprobable). This information can be concealed
completely ouly if the key uncertainty is at least log n.
In a more general way of expressing this: There is a
limit to what we can achieve with a given uncertainty in
key, the amount of uncertainty we can introduce into the
solution cannot be greater than the key uncertainty.

The situation gets more complicated if the number of
messages is infinite. For example, assume that messages
are generated as infinite sequences of letters by a suitable
Markoff process. From the definition, no finite key will
give perfect secrecy. We can suppose then, that the key

source generates keys in the same manaer, that is as an

24
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infinite sequence of symbols. Suppose further that only a
certain length Ly is needed to encipher and decipher a
length Lp of message. Let the logarithm of the number of
letters in the message alphabet be R.p and that for the key
alphabet be Rk' Then from the finite case, it is evident

that perfect secrecy requires

Ry Ly < Ry Iy
This type of peifect secrecy is obtained by the Vernam
system [Ref. 16].

Thus, it can be concluded that the key required for
perfect secrecy depends on the total number of possible
messages. The disadvantage of perfect systems for large
correspondence systems such as for data communications and
data retrieval services, is the equivalent amount of key
that mu:t be sent.

In this paper the requirement for a large key for large
messages is eliminated by designing a self keyed system
that will continually originate key letters based on several
past letters that were already ciphered. Provided enough
distance is chosen in between selected letters the system
will avoid the statistical dependency of consecutive letters
in a natural language, thus generating a sequence of key

letters suitable for any message lencth.

25
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D. EQUIVOCATION

A cryptographic system can be compared with a communi-
cation system in the sense that whereas in one the signal
is unintentionally perturbed by noise, and in the other,
namely the cryptographic system, the message is inten-
tionally perturbed by the ciphering process to hide the
information. Thus, there is an uncertainty of what was
actually ‘ransmitted. From information theory a natural
mathematical measure of uncertainty is the conditional

entropy of the transmitted signal when the received signal

is known. This conditional entropy is known as equivocation.

H(X/Y) = - L p(x,y) log p(x/y)

From the point of view of t! " cryptanalyst, a secrecy
system is almost identical wi.h a noisy communication
system. The message is operated by a statistical element,
the enciphering system, with its statistically chosen key.
The result of this operation 1is the cryptogram, which when
transmitted is wvulnerable to interception and available for
analysis. The main differences in the two cases are:

1. The operation of the enciphering transformation
is generally of a more complex nature than the perturbing
noise in a channel.

2. The key for a secrecy system is usually chosen

from a fini'e set of possibilities while the noise in the
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channel is more often continually introduced, in effect
chosen from an infinite set.

With these considerations in mind it is natural to use
the equivocation as a theoretical secrecy index. It may
be noted that there are two significant equivocations,
that of the key and that of the message which are denoted

as H(K/C) and H(P/C):

H(K/C) = - Lp(C,K) log p(K/C)

H(P/C) - L p(C,P) log p(K/P)

The same general arguments used to justify the equivo-
cation as a measure of uncertainty in communication theory
apply here as well. Zero equivocation requires that one
message (or key) have unit probability and all others zero,

corresponding to complete knowledge.

E. IDEAL SECRECY SYSTEMS

In Reference 15, the concept of equivccation leads to
means of evaluating secrecy systems as a function of the
amount of N, the number of letters received. It is shown
that for most systems as N increases the referred equivo-
cations tend to decrease to zero, consequently the solution
of the cryptogram becomes unique at a point called unicity
point.

In the section on Perfect Secrecy it was stated that

perfect secrecy regquires an infinite amount of key if
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messages of unlimited length are allovod. With a finite

key size, the equivocation of key and message generally
approaches zero. The other extreme is for H(K/C) to be
equal to H(K). Taen, no matter how much material is
intercepted, there is not a unique solution but many of
comparable probability. An ideal system can be defined as
one in which H(K/C) and H(P/C) do not approach zero as

N increases. A strongly ideal system would be one in which
H(K/C) remains constant at H(K), that is, knowing the crypto-
gram has rot aided in solving the key uncertainty.

An example of an ideal cipher is a simple substitution
in an artificial language in yhich all letters are equi-
probable and successive letters independently chosen.

With natural languages it is in general possible to
approximate the ideal characteristic. The complexity of
the system needed usuvally goes up rapidly when an attempt
is made to realize this. To approximate the ideal equivec-
cation, one may first operate on the message with a trans-
ducer which r=moves all reduniancies. After this almost
any simple ciphering system — substitution, transposition.
etc., is satisfactory. The more elaborate the transducer
and the nearer the output is to the desired form, the
more closely will the secrecy system approximate the ideal
characteristic.

The work to be presented in following sections, will
describe a scheme to approximate the ideal secrecy sys*em

oy using a digital computer to mainly accomplish two things:
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1. Change the probability structure of natural languages
to oktain an almost equiprobable occurrence of letters.
3 ’ 2. Eliminate the statistical dependence of successive

letters in natural languages.

Further, a message transformed tc reflect these

properties, wili be either transmitted as such or an addi- ;

e R AN

tional conventional ciphering can be made.
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V. DIGITAL SUBSTITUTION

The development of a digital substitution cipher was
the first step taken to accomplish the present work.
After it, more complex variations were experimented to
obtain a reasonable secure system taking advantage of the
use of the computer. Thus, it can be said that most of the
subsequent work rests on these first results. A brief
explanation follows of the Decwriter system and its character

codes used %o interface with the PDP-11/40 computer.

A. THE DECWRITER SYSTEM

The LCll Decwriter system is a high-speed teletype-~
writer designed to interface with the PDP-1l1l family of
processors to provide both: Input (keyboard) and cutput
(printer) functions for the system. It can be used as the
console input/output device. The system can receive
characters from the keyboard or can print at speeds up to
30 characters per second in standard ASCII formats. The
character code used is USASCII-68 which is listed in Table
No. I. From these 128 characters, only 64 are printing
characters, those of columns 2, 3, 4 and 5. Table No. II
presents these 64 characters and their correspondent

binary representation.
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coLum 0 1 2 3 4 5 6 7
sl [ EETR E AR G T b oy
0 0060 NUL|{DLE| SP| O @ P \ p
1 0001 SOH | DCl ! 1 A Q a 1
Lz 0010 STX |DC2 | ~ 2 B R b r
3 0011 ETX | DC3 | # 3 C S ¢ s
4 0100 EOT | DC4 | S 4 D T d t
5 0101 ENQ|{ NAK| % 5 E U c u
§ 0110 ACK | SYN | & 6 | F \Y f v
7 0111 BEL | ETB | ' 7 G W g w
8 1000 BS | CAN| ( 8 H X h x
9 1001 HT | EM ) 9 I Y i y
i 1010 LF |SUB | * ] z j z
y 1on VI |ESC | + ; K | k {
[ 12 1100 FF |Fs | . | < | L | v |1 !
13 1101 CR | GS - | = M ) m }
14 110 SO | RS > N | A~ n ~
15 1 Si | US / ? o | — o | DEL

TABLE I - USASCII-68 CHARACTER CODE
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SP 10100000

!

10100001
10100010
10100011
10100100
10100101
10lo00110
10l0011l1
10101000
10101001
10101010
10101011
10101100
10101101
10101110

10101111

> W NN =2 O

(9]

10110000
10110001
10110010
10110011
10110100
10110101
10110110
10110111
10111000
10111001
10111010
10111011
10111100
10111101
10111110

10111111

- T > NS L I - T = S o T - B

(]

g

11000000
11006001
11000010
11000311
11000100
11000101
11000110
11000111
11001000
11001001
11001010
11001011
11001100
11001101

11001110

11001111

K X = < 4 B un ® 0 v

N

11010000
11010001
11010010
11010011
11010100
11010101
11610110
11010111
11010000
11011001
1101101C
11011011
11031100
11011101
11011110

11011111

TABLE II ~ DECWRITER PRINTING CHARACTERS AND

THEIR BINARY REPRESENTATION
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B. APPLICATION OF GROUP THEORY TO CRYPTOGRAPHY

A group is defined as a set of elements a, b, ¢, ...
and an operation, denoted by + for which the following
properties are satisfied:

a) For any elements a,b, in the set, a + b is in the
set.

b) The associative law is satisfied; that is, for

any a,b,c in the set
a+ (b+c)=(a+Db) +c

¢) There is an identity element, I, in the set such

that

a+I=1I+a=a; all a in the set.

d) For each element a, there is an inverse a-l in

the set satisfying

A group is abelian or commutative if
a+b=D>b+a for all a and b in the set.

The integers urder ordinary addition and the set of
binary sequences of a fixed length n under exclusive-or

operation are examples of abelian groups.
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From boolean algebra, an additional property of an
1 abelian group of binary sequences ¢f a fixed length n

under the exclusive-or operation is that,

E‘ -
given a+b=c
1 then a+c=Db
and b+c=a; for all a,b and ¢ in

the group.

The 8-bit binary sequences with which the computer
handles the ASCII code characters is in this sense an
abelian group. This last property suggested the idea of
encrypting simply by exclusive-oring the desired set of
sequences by a key (another seguence or a set of sequences).
Decrypting or recovery of the original sequences can be
done simply by exclusive-oring the obtained set of sequences
with the key.

Basically the transformation can be expressed as

C=K+P, for encryption, and

P=K+ C, for decryption,

where C, K and P represat an 8-bit sequence stored in a

register and the symbol + stands for the logical exclusive-

4
%
B
a
4
M
5

or operation.
While it is clear that the whole 28 8-bit segquences

can be used to represent crypto sequences, since this set

34




Aok o

of seguences constitute an abelian group; a limitation was
imposed through this work to allow transformations to be
done between printing characters (those of Table II).
That is, restrict the domain and range of the transforma-
tions to the binary sequences of Table II.

We can further realize the 12 possible combinations
of two sequences of same or different sets by exclusive-
oring them and observe thait the range of the transformations

is given Lty the sets of sequences whose 4-left most are:

0000 for

+
o O w Wy

+
W

0001 for

+
L3

0l1l10 for

+
o > @ o o

» U W O ¥ U QA W ¥®» O O b W
+ +
[os]

0111l for

+
(w
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C. TRANSFORMATIONS

From Table II it can be observed that these sequences
no longer form a group under the exclusive-or operation,
since choosing any two sequences will originate a new

sequence not in the referred table. For example:

Plaintext character = A =11000001 +
Key character = L =11001100
Ciphered character = 00001101
And we obtained a sequence 00001101 not in the table. 1
If we observe sets A, B, C and D of Table II, we will ?

observe that each set has its 4-left most bits equal. Or
that the dom ain of the transformation is given Lv the

sequences whose 4-left most bits are:

Set A 1010
Set B 1011
Set C 1100
Set D 1101

In order to make the range of the transformations egual
to its domain in accordance with the restriction imposed,
an additional binary multiplier: The intermediate key (IK)
was devised. It allowed for mapping into the 64 printing

characters.
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The value of IK is dependent on the particular transfor-

mation desired and the key to be used. For example:

A system is designed to transform characters from set B

VTR AL Pt

i into characters of set C for encryption. The decryption

Jada e

is done by doing the inverse. Now assume that the key to

p be used for a particular transformation belongs to set D.

Plaintext character = 8 = 10111000 (Set B) ;
Key character = 2 = 11011010 (Set D)

01100010

IK = 10100000

S (G L R NPL IR JELY 5 S

]
to
"

Crypto character 11000010 (Set C)
The intermediate key value was obtained by exclusive-
oring the 4-left most bits of the plaintext, the key and

the crypto characters, as shown below,

Plaintext character 1011 +
Key character 1101 +
Cryotc character 1100

IK 10100000

For decrypting the inverse is done, that is:
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Crypto character = B = 11000010 (Set C)
Key character = Z = 11011010 (Set D)

00011000

IK = 10100000

Plaintext character = 8 = 10111000

Based on the concepts so far presented and the idea
of the intermediate key multiplier, that allows for sequences
of Table II to behave like a group, Table III was con-
structed. It gives the necessary values of IK for all
possible transformations in between sets. From this general
table, it can be obtained typical tables of required values
of IK for each specific transformation. For example, if

we assume that the desired transformation between the four

sets were
encryption encryption
/ decryption h / decryption—h
A c B D
t<\decryption/' ER\Vdecryption‘/
encryption encryption

Then the required table of IK values will be:
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PLAINTEXT
SET

L. SIMPLE SUBSTITUTION

Although the scheme develorp:: and presented until now
provides for transformations using the 64 printing charac-
ters, a restriction was placed to be able to handle only
the 26 letters of the English alphabet plus the additional
6 characters that appear in Table No. II, sets C and D.
Thus, for the simple substitution ciphers transformations

were designed between these two sets, that is,

Encryption

// Decryptiéﬁ)n
C D

DiDecryptionj

Encryption

And the corresponding table of values of intermediate keys

will be:
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KEY SET

A |B |cC |D

g |2 |{B |A|D|C
B e

BefB | B (A [ D | C
HW0

9 |c |B |A |D}|cC
Ay

D |B |A |D]|C

Figure 2 shows in block diagram the computer realization
of this simple substitution cipher. Appendix A gives the
complete program to accomplish this. Figure 3 is an

example of this cipher.

E. GRAPHICAL REPRESENTATION OF RESULTS

Natural languages, such as English, Spanish, German,
French, etc., have a characteristic letter frequency. For
example, the normal frequency for English is as shown in
Table IV,

For the purpose of observing the statistical nature
of plaintexts as well as of cryptograms obtained, a computer
program (shown in Appendix B and C) was m~nde to realize
the following computations:

- Count the .umber of occurrences of each latter in
a text.

- Calculate and plot the percentage of occurrence of
each character in the text.

- Calculate the mean value of percentage of occurrences.

- Calculate the standard deviaticn of the percentage of
occurrences.
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Figure 2.

Identify key
set and assign
identifying
nuarber to it
(R3)=1 SET A
(R3)=3 SET B
(R3)=5 SET C
(R3)=7 SET D

Identify

plaintext

character
set

Assign an inter-
mediate depen-
ding on key and
plaintext
character sets
R4 IK

Transformation
Exrclusive Or

Rey + P + IK

42

character
to R1

Output
crypt.
charact

Block diagram of the program for the
simple substitution cipher

X
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HTHIS . BOOK_ IS DESIGNED_FRIMARILY_FOR_USE_AS_A_FIRST_YERK
.GRADURTE.TEXT_IN_INFORMATION_THEORY SUITAELE_FOR_BOTH.E
NGINEERS_AND_MRTHEMATICIANS @_IT_IS_ASSUMED._THAT_THE_RER
DER_HAS_SOME_UNDERSTANDING.CF _FRESHMAN_CALCULUS_AND_ELEH
ENTﬂR?-PROBRéILIT?-HND_IN-THE-LRTEE-CHRPTEES-SOHE-INTEGﬁ
UCTORY_RANDOM.PROCESS . THECRY . @_UNFORTUNATELY_THERE_IS_ON
E_MORE.REQUIREMENT.THAT.IS_HARDER_TO_MEET_@_THE_REARDESR.M

UST_HRYE.A_REARSONAREBLE_LEYEL_OF_MATHEMATICAL _MRTURITY

a) Plaintext message (input)

HCLTDHIRK\H DHSROTFYRSRGETZYETI NHOXERBOREVIHYHRTEDCHNRYE
HFEVSBYCRHCROCHTYH ™ YOKEZYC " KYHCRXENHDECYUL RHOMEHUKC _HE
YPTYRREDHVYYSHZYCRZVCTT YYD HUH"CHDHVYDOBZRSHCVCHC _RHERY
SREH_YDHDXZRHBYSREDCYYS YPHXOHOQERD _ZYYHTVI TELEDHYYSHRIRS
RYCVENHGENUYU™L "CNHYYSH YHC_RHIVCREHT _YGCREDHDONZIRH T YCEXS
ETCXENHEYYSXZIHGEXTRODHC . RXENHHHEYQGXECEYCRINHC_REFH™DHXY
RHZXERHERFEERZRYCHC_VCH OH_YESREHLKHZRRCHMHC_RHERVERENZ

EDCH.VARHVHERYDXYYUIRHRIRARI HXOHEVO_REVCTTYI HEVIEE"CN

b) Cryptogram message (output)

Figure 3. Example of a simple substitution
cipher: Encrypting process. Key = W
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Alphabetically By frequency
A - 7.3% E - 13.0%
B - 0.9 T - 9.3
c - 3.0 N - 7.8
D -~ 4.4 R - 7.7
E -13.0 I - 7.4
F - 2.8 o - 7.4
G - 1.6 A - 7.3
H - 3.5 S - 6.3
I - 7.4 D - 4.4
J - 7.2 H - 3.5
X = 9.3 L - 3.5
L - 3.5 c - 3.0
M - 2.5 F - 2.8
N - 7.8 P - 2.7
o - 7.4 U - 2,7
P - 2.7 M - 2.5
Q - 0.3 Y - 1.9
R - 7.7 G - 1.6
s - 6.3 W - 1.6
T - 9.3 v - 1.3
U - 2.7 B - 0.9
v - 1.3 X - 0.5
W - 1.6 K - 0.3
X - 0.5 Q - 0.3
Y - 1.9 J - 0.2
zZ - 0.1 zZ - 0.1

TABLE IV - FREQUENCY OF THE LETTERS OF THE ENGLISH

ALPHABET, ARRANGED ALPHABETICALLY AND BY
FREQUENCY
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For each transformation done, the text was analyzed
by this program and the results were plotted. In the
horizontal axis are the 32 chosen characters in the

following order from zerc to 31:
@ABCDEFGHIJKLMNOPQRSTUVWXYz[/]“_

In the vertical axis the percentage of occurrence scale
or frequency distribution is plotted.

Examples of these plots are given by Figures 5 to 8.
There the frequency distribution of letters for the

following languages is plotted:

Figure 4: ENGLISH
Figure 5: SPANI'SH
Figure 6: FRENCH

Figure 7: ITALIAN

The author has preferred to give the results achieved
through this work by presenting these plots rather than
giving messages and their cryptograms as examples of what
was obtained. Inherent with these plots is an evaluation
of the system used in each case. Additional information
that will be found in these plots is the standard deviation
of percentage of occurrence of the character in each

cryptogram.
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For the simple substitution cipher, it was expected
to obtain similar results as for the plaintext of Figure 5.
Figures 8 to 10 show the frequency distribution of characters
when this system was used with different keys. As expected,
similar results were obtained but with the values changed
from one character to another. This occurred since one
character or letter has just been replaced by another
through these transformations. Table V presenting in
tabular form the number of occurrences for these substitu-
tions gives a figure of what has occurred with the messages
in each case.

In Section 1V, Theory of Secrecy Systems, it was stated
that one goal to achieve ideal secrecy was to change the
probability structure of natural languages to obtain an
equiprobable occurrence of letters. This is the reason why
the calculation of standard deviation was considered to
evaluate secrecy obtained. Since the language to be used
in this present work will be English it may be useful to
keep in mind that the standard deviation for an English

text is 3.81 as stated in Figure 4.

F. PSEUDORANDOM SUBSTITUTION

The simple substitution cipher can also be called
monocalphabetic cipher since there is only one alphabet
to encipher the message. The cryptanalytic weakness of
this cipher is the fact that a given plain language letter

is always represented by the same crypto letter.
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NUMBER OF OCCURRENCES

,ﬂ
onn et Silivou

ST Y
s

L i S 8 o

e s S

KEY .
Character: @ A c G K N
e 24 3 77 7 0 0
A 3 24 94 12 .0 248
B 94 77 3 37 24 0
Cc 77 94 24 128 4 0
D 128 37 7 77 248 0
E 37 128 12 94 0 0
F 12 7 37 3 0 4
G 7 12 128 24 0 24
H 4 24 0 248 77 12
I 24 4 0 0 94 7
J 0 0 24 0 3 128
K ] ] 4 0 24 37
L 0 0 248 0 7 94
M 0 0 o} 0 12 77
N a 248 0 24 37 24
o} 248 1] a 4 128 3
P 11 105 27 12 2 68
Q 105 11 27 32 3 93
R 27 27 105 l60 7ea 33
S 37 27 11 33 63 48
T 33 160 12 27 93 3
U 160 33 32 27 68 3
v 32 12 160 105 48 63
W 12 32 33 11 33 76
X 63 76 3 93 27 32
Y 76 63 3 68 27 12
Z 3 3 76 48 105 33
L 3 3 63 33 11 160
/ 33 48 93 3 12 27
] 48 33 68 3 33 27
" 68 93 48 76 160 11
_ 93 68 33 63 33 195
Table No. V .~ Simple substitution cipher

Table of number of occurren_

ces.
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In this section, a digital polyalphabetic substitution
very much alike to the Vigenere square, cited by Sinkov
[Ref. 17}, is designed. The originality of the scheme
presented here is the fact that the different alphabets
are used in a pseudorandom way and that this is generated
through a simple algorithm in the computer.

The basis for the program to realize this cipher is
provided by the same algorithm as for the simple substitution
case, the only variation being that the key will change for
each character to be ciphered. These changes of key are
controlled by a program and thus the inverse transformation
can be made to decipher by using the same program. This
fact that we are using a different key each time is the
same as using a new substitution alphabet for each character.

It must be set clear here that the key used was a single
letter and not a number of letters equal to the message
length. This single letter was used to initialize a register
used as a counter. For each new letter of the message
the register contents were increased by one each time until
a specific number was reached, in which case the register
was reset to zero. This specific number is the desired
number of alphabets to be used. Figure 1l gives a graphical
idea of how this was accomplished. 1In the figure, N
represents the total number of alphabets to be used; it
ranges from one, for a simple substitution, to 32 when using

all the possible alphabets.

55

A e g

P




Message
| =

Y o
General ——%ﬁ
Substitution .
Program ngut
N plaintext
(Same as Fig. 2) character

3
4
i

g

Set register
to zero.

PRI,

Figure 11. Psuedorandom cipher block diagram
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The result expected for this cipher was the origination

of an artificial language with 32 possible characters and

with a letter frequency different than that of the plaintext

o
i
i
]
i

message in natural English language.
To observe the results of this cipher two sets of

transformations were made:

- Sl

l. Using 15 alphabets and six different keys.
The keys used were:
a) e

b)

c)

d)

e)

2 R a o0 >

£)
2. Using a single key and different number of
alphabets, in the following order:
a) 7 alphabets; key R
b) 15 alphabets; key R
c) 23 alphabets; key R
d) 31 alphabets; key R
Figures 12 and 13 show some results obtained for the
first set of transformations as a plot of percentage of
occurrence of the 32 different characters. As can be

observed, for the six cases, all the characters have a

certain number of occurrences in the cryptogram obtained,
thus giving rise to an artificial language of 32 characters
witha quite different letter frequency than the plaintext

of Figure 4.
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In the same way, Figures 14 und 15 show some results
obtained for the second set of transformations, which are
essentially the same as the first set.

A measure of how different these results are from the
plaintext is provided by the standard deviations in each
case and are here listed to provide a means of evaluating

the results achieved:

Number of alphabets Key Std. Deviation
15 e 1,528
15 A 1,528
15 c 1,528
15 G 1,528
15 K 1.528
15 N 1,528

7 R 1.467
15 R 1.545
23 R 1.407
31 R 1,32¢

These standard deviation values compared with the 3.81 for
the plaintext, represent a significant flattening of the
percentage of occurrence plots, or in other words, the
cryptogram has a more equiprobable letter frequency.

A significant property of this scheme if we envision it
as part of a digital communication system, is the fact that

it offers no error propagation during the message processing.
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The reason for this is the fact that each character is
operated upon independently from al’. others. Thus, if
there is an error in the bit representation of a letter,
there will be an error in its transformation to crypto
character or in the decryption of it and no error will
occur in other characters due to it.

In the next section, a cryptographic scheme will be
presented that although contributing to the communication
system degradation, gives better results in the sense that
a nearly equiprobable artificial language is achieved
which represents a significant achievement for security of

data transmission and/or data storage.
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VI. THE DATA-KEYED CIPHER

A. INTRODUCTION

In this section the data-keyed cipher is presented.
First, a very general description of the system is given.
Then the transfer function concept of the cipher and the
reversibility and consistency of its is explained, together
with the equated logical form of the transformation which
the author appreciates as being a very meaningful representa-
tion of the cipher in logical form. After that the computer
realization is presented in block diagram form. The test
procedure for valuating secrecy accomplished and significant
results are then given. Finally, the communication system

degradation due to it is analyzed.

B. DESCRIPTION AND REALIZATION

Section IV explains how the PDP-11/40 computer is
handled to realize the simple substitution cipher, con-
sistency was shown with some examples and further, the
known cryptoanalytic weakness of it was explained and
graphically represented by Fig. 4 where it can be observed
the frequency distribution of the plaintext and of some

cryptograms and their similarity can be established.

The data-keyed cipher can be explained in a general
form as the scrambling of the bits of a character by
operating on them by past characters, either of the plain-

text, when ciphering, or of the cryptogram, when deciphering.
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Provided these past characters are far enough apart in
the sequence their operation on the character to be trans-
formed will result in a nearly random transformatiorn.

This idea was supported by the fact that for far enough
distance between two letters in a written language there
is nearly no statistical dependence between them.

Figure 16 provides the conceptual idea of this cipher.
At this point, two significant characteristics that
distinguish this cipher are to be emphasized:

1. From Figure 1l6(a) and (b) it can be seen that both
diagrams can be conceived as : transfer function that
essentially perform similar transformations on their inputs.
An advantage is that when this is realized in the computer
by a program, the same program will execute both trans-
fofmations; that of ciphering and deciphering.

2. From Figure 16(b) it can be observed that there is
no feedback present, that is, the outputs are not dependent
on past outputs. The significance of this fact will be
considered at the end of this section when system degrada-
tion for this cipher is treated.

The realization of this ciphering scheme again uses the
basic transformations presanted in Section IV, plus addi-
tional steps are included to accomplish the data-keyed
function. The conceptual idea given in Figure 16 can now

be expressed in logical equated form as:
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Selected delay (i)

Memory

(delay) <

Plaintext input

e ok ol WA, e AP AN IR B G

Transfor- Cryptogram output

mation 53

a) Enciphering

Selected delay (i)

Memory

m—=———{> (Qelay)

Key
Transfor-

- -

> mation ">
Cryptogram input Plaintext output

b) Deciphering ’

Figure 16. Data-Keyed Cipher-Concept
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CIP ERING: . = + C. + P. :
H cJ (K Cj-l) P3 :
DECIPHERING: P. = (K + C, + C, ]

g = j-1) 3 :
where
Pj = present plaintext character
Cj = present crypto character
Cj-l = "i" times pre¢ jeding crypto character
K = Key character

Again the operator used is the Exclusive-Or. These
logical equations show the reversibility of the trans-

formation and thus its consistency.

Figure 17 is now presented to give a more significant
representation of the transformation to be realized. The
index "i" is selective and it represents the distance

between characters already explained.

Figure 18 shows the block diagram of the realization

of this cipher in the PP2-11/40.
Appendix D gives the complete listing of the program

used.

C. TEST PROCEDURE

The plaintext mesrac™ used to test the results of this

cipher scheme was the one presented in Section IV with its
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e St

Key

K
Plaintext + Crypto&ram

P. C.
J T j

¢

i
a) Ciphcring: Cj = (K + cj-i) + Pj
Key
K
Cryptogram s + Plaintext

C. P.
J J

j-i
T

b i ing: . = + C, .) + C.
) Deciphering PJ (K CJ_l) CJ

Figure 17. Data-Keyed Cipher-Realization
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Cj..j_ Jkey

TOm memory K= (K+Cj_i)

Figure 18, Data~Keyed Cipher-Block Diagram
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statistics representative of the English language as shown

in Figure 4.

This cipher, as depicted by Figure 17, has two possible
choices of variables, namely:
- The key, with a total of 32.

- The delay factor "i" which could be varied from

zero, for a simple substitutior; up to any number n.
However, for any choice of n there will be the same amount
of simple substitution characters at the beginning of the
cryptogram. This disadvantage can be avoided by using for
the first letters of the plaintext, meaningless text.

As for the simple substitution case, the intermediate
keys were selected to reflect tle transformations between
sets C and D of Table II.

To observe the results obtained with this cipher two
sets of transformations were made:

1. Using a fixed value of "i" and six different keys.

For i = 7 and the keys:

a) @
b) A
c) C
d) G 3
e) K
£) N
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2. For a fixed key and the following values of "i"

(Rey = J):

a) i=2

b) i=23

¢ 1i=10

d 1i=13

e) i=17

£) i=20
D. RESULTS

The results obtained for this cipher were, in all
cases, significantly better than the Pseudorandom cipher
of the previous section in the sense that the standard
deviations were much lower, thus obtaining a nearly

equiprobable text of cryptograms.

For the test procedure established, the following were
the specific results obtained:
1. For a fixed value of "i" and using 6 out of 32

possible keys the following were the values of standard

deviation obtained:

Key miv Standard deviation
@ 7 0.5783
A 7 0.6301
C 7 0.5395
G 7 0.5651
K 7 0.5608
N 7 0.6015
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; Figures 22 and 23 are some exampla plots for
f these cases. These figures are shown at the end of this

S : section,

2. PFor a fixed key, different values of "i" were
tried. The values of standard deviation obtained in each

case were:

Key "i" Standard deviation
J 2 0.5761
J 3 0.5344
J 10 0.528
J 13 0.5317
J 17 0.4609
J 20 0.501

Figures 24 and 25 are some example plots for

these cases.and are presented at the end of this section.
We can now compare these results with the statistics of

a plaintext English message with a standard deviation of
3.81 (see Figure 4). A significant flattening of the
percentage of occurrence plots has occurred. In addition
the statistical dependence of occurrence of the letter in
the message has been hidden. The reason for this will be

explained in the last part of this section where the nature

of the ciphering scheme is explained in detail, together
with the inherent degradaticn to a communicatior system

due to it.
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In Section IV it was stated, from Shannon [Ref. 15],
that an ideal cipher may be an artificial language in which
all letters are equiprobable and successive letters
occurring independently. This is nearly the case for this
cipher. Now a simple substitution, such as the one
presented in Section V, can be performed on the message
withopt making it easier to decipher.

3. A very meaningful characteristic of this scheme
was the fact that the same program recovers or deciphers
the message. Figures 19 and 20 present two examples of the
encrypting results after being processed by the program
corresponding to this cipher.

To give an idea of the number of occurrences of
each character in the cryptograms for each of the 12 cases
of (1) and (2), Tableé VI and VII are next presented.

4. The implementation of this cipher in a digital
computer can also be seen as the implementation of a code
where the transformations are dependent on a key (a letter
or character), the present letter to be encoded and some

past crypto character.

E. COMMUNICATION SYSTEM DEGRADATION

Due to the nature of the process of ciphering and
deciphering of this system, it can be said that when it
comes to play an integral part of a communication system,
it, at the most, will double the probability of block error.

Here the block length has been 8 bits corresponding to a
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CTHIS_EBOOX_IS_CESIGMED . ARIHGRILY _FOR_USE_AS_A_FIRST_YEAE
-GRADURTE _TENT_IN_INFORMARTION_THEOGRY_SUITARELE_FOR_EBOTH.E
NGINEERS _AND_MATHEMATICIANS @_IT_IS_ASSUMED_THAT_THE _REA
DER_HRS_SOME_UMDERSTRNDING_OF _FRESHMRN_CALCULUS _AND_ELEN
ENTARY _PROBABILITY _AND_IN_THE_LATER_CHRPTERS_SOME_INTN.D
UCTORY _PANDOM_FPROCESS_THEGRY _@_UNFORTUNATELY_THERE_IS_ON
E_MORE_REQUIREMENT_THAT_IS_HARDER_TO_MEET_@_THE_READER.M

UST_HAVE_A_REASONAELE_LEYEL_OF_MATHEMATICAL.MATURITY

a) Plaintext message (input)

CGLZOLANN_GFEEYZLUS IYHIIN_J_GIUCAZONKKEUMMAEYGF LRFNCORN
@\G\TGFIV@@ED@Lé[LENZ\M]?KP[M@J?-MHHK@L\HUF”JLVPIIOPJMEV
TH _NODFH_WRE_YASYHIGUYIOTHFTINLM HIVILISN FRRTMOIOTRMCN
RYELYGQHCHUL ZJGUTTDEMNZRETSPGO IFNOQLUEN UK N _NTFMKCURTEYR DD
C_LHWGHANEBS IUWRTTEIAWLIUB"NEFN II INOSGEIR_OHUFFABESOTINIFCLY
HYKEGICGETN IYEGFYTEMIIGIPXKGEZKK I INFELY Y IO XLNE I K JDYNGER
JRZZO0MCL CLPHNSUVDECULIDINELARDS _HHEPKZUYJORKLLOSEKREO Z0OL

MEMGORJ JAPAFNFJIONRPYRLUNIT _EIYIVYICTESINSIOIOIYIESILE

b) Cryptograri message (output)

Figure 19. Data-Keyed cipher
Encrypting process
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DIHIS_BCOK IS _DESIGNEL_FPRIMAPILY_FOR_USE_QS_R_FIRST_YEAR

-GRALURTE _TEXT_IN_IKNFORMATION_THEQRY _SUITRRELE_FOR_BOTH_E
NGIHEERS _ANU _MRTHEHRTICISNSG @ _IT_IS_ARSSUMED_THAT_THE_FFHA

DER_HAS _SOHE_UNDEFRSTRNDING.OF _FRESHMAN_CARLCULUS_RND_ELEF

ENTARY _FROBAEBILITY_AND_IN_THE_LRTER_CHARFTERS_SOME_INTROD
UCTORY _RANDON_FROCESS _THEORY _@_UNFORTUNATELY _THEFE_IS_ON

E-MORE_REQUIREMENT _THAT_IS_HARDER_TO_MEET_@_ THE_READER_M

UST_HRVE_A_RERSONABLE _LEVEL_OF_MATHEMATICAL _MATURITY

a) Plaintext message (input)

DENIGRYIL LGPEOVILETZOEMNI D I_GIUCARIVILLERIXAEBYGR LOARIDYUI
GNGMTGRIVEG JHGETNLZHEN M IVYLHNFGHOXHAARKEL\HEWY ZK " UNIGRJWEY
TEANKIYCROVYEB_LYRS T JERONYTHFTINLMYOMGNKMT N FARTHOHEWID _X
SYELYOHCHRS IMERSYLKMNERTENEYIAFPHREN LK _MNINWJILDRPLEVER D]
SHEPEOFIES JUYRTTENFP\REY_EF\VII INOTEGIUNHUUFBAEBSE NI ZADKE
U?K&GICGZSCZ”EGHQTZHIIGJP-L@E]LLZ]HFBLV?J\-KILZXL]DVNGQF

JF1IHYJDMCLPNUSUYCGERECNI DLANDS _MOLWL IR"MDNLLOSERUIN IGHN

JEMGORJIIAMNFAPHMYLI FPYOLURISKEZ"NTNCTESINSI VNHZTNENML LE

b) Cryptogram message (output)

Figure 20. Data-Keyed cipher
Encrypting process
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NUMBER OF OCCURRENCES

i KEY (i=7)
Character e A Cc G K N
e 36 33 40 46 45 32
A 35 38 37 40 40 34
B 35 40 33 32 32 42
(o] 55 50 51 52 53 50
D 47 42 56 50 42 48
E 46 51 52 49 46 59
F 47 55 41 42 44 47
G 50 42 41 40 46 36
H 41 35 48 35 43 41
I 38 44 44 38 41 52
J 34 41 28 31 29 33
K 47 40 40 44 38 34
L 44 37 34 47 48 37
M 42 49 39 45 45 47
N 29 29 32 29 29 33
o) 32 32 42 38 37 33
P 51 37 47 38 36 45
Q 43 57 48 44 48 51
] R 50 55 45 43 61 58
; S 58 53 62 60 61 50
T 53 39 42 51 49 46
' U 40 54 43 47 50 41
$ v 51 51 48 50 52 63
41 W 38 38 49 51 50 53
X 59 62 45 54 56 47
Y 64 61 53 56 53 49
2 43 37 54 40 38 50
L 37 43 51 51 52 36
/ 52 40 46 37 39 43
] 51 63 58 55 51 60
~ 52 52 46 60 42 58
_ 52 52 57 57 56 44

Table No. VI .- Data-keyed cipher

Table of number of

occurrences.
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: NUMBER OF OCCURRENCES
i

2 " i " VALUES ( KEY = J )
Character 2 3 10 13 17 20
i e 37 42 40 32 42 46
: A 41 40 36 35 41 48
B 48 39 49 34 36 40
C 44 37 38 40 29 39
D 34 43 47 41 41 50
E 43 41 46 49 50 47
F 47 43 35 47 42 48
G 45 46 48 39 40 33
H 48 39 44 33 48 38
I 38 36 34 53 45 35
J 32 54 36 46 42 38
K 52 42 40 38 41 31
L 41 42 37 38 40 38
M 37 41 34 44 36 36
N 45 28 52 43 35 42
0 26 45 42 41 50 49
P 44 46 49 59 51 50
Q 36 52 58 50 48 45
R 61 36 46 53 47 45
S 46 65 37 56 48 62
T 60 62 43 43 52 48
G 49 50 47 54 56 50
\'4 54 44 45 55 40 55
W 46 50 62 38 50 49
X 43 58 53 36 46 44
Y 49 42 51 49 49 52
yA 44 45 41 49 57 54
[ 44 57 53 55 49 36
/ 60 50 48 40 39 45
] 54 42 62 46 55 55
~ 52 50 55 55 53 56
52 45 44 56 54 48

Table No. VII.- Data-keyed cipher

Table of number of

occurrences.

et \msan
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byte. It must be emphasized that, although for ease of
computer realization the 8-bit byte was used to represent
a letter; only 5 bits could have been enough since we are
using only 32 letters or characters.

This increase in probability of error can be said to
be significant but with the availability of error correcting
codes the initial probability of error can be reduced as
desired and appropriately so that doubling it when using
the cryptosystem will not be that significant. Further,
since a computer is being used to implement it, it also
can be used to realize a suitable error correcting scheme.
In the next section, a suitable error correcting scheme is
presented, that will essentially overcome this degradation.

The examples that follow are intended to explain how
the probability of block error is doubled and also the
existence of a transient simple substitution for the first
"i" characters.

Based on these two examples the following observations
can be made:

1. There is a transient simple substitution for the
first "i" characters when enciphering. This is the case
of Cl’ C2 and C3 from Example 1.

2. After the transient simple substitution, the crypto
characters are a result of a number of plaintext characters.
And, the higher the index of the crypto to be obtained, the

more the number of plaintext characters on which it depends.
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Example No. 1 Enciphering process

SAShanlaihiny

Y

79

Transformation: Cj = (K+C., ;) + P,

j=1 J

Plaintext sequence: Pl,Pz,P3,P4,P5,P6,P7,P8,P9

Let i =3

Cl = K + P1

C, = K+P,

C; = K+ Py
C4=K+C1+P4=K+(K+Pl)+P4-P1+P4
C5 = K + C2 + Ps = K+ (K + P2) + PS = P2 + P5
C6 = K+ C3 + P6 = K+ (K + P3) + P6 = P3 + P6
C7 = K + C4 + P7 = K + (Pl + P4) + P7

Cg = K+ Cg+ Pg = K+ (P, + Pg) + Pg

Cq = K+Cgt Py = K+ (Py + Pg) + Py

C10 = K + C7 + Plo = Pl + P4 + P7 + PlO

C11 = K + C8 + Pll = P2 + P5 + P8 + Pll

c12 =-K + C9 + P12 = P3 + P6 + P9 + P12

C13 = K + C10 + P13 = K + Pl + P4 + P7 + PlO + P13




. . . - . w2
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;| Example No. 2 Deciphering process 3
ion: ., = + C. .) + C,
Transformation PJ (K 03-1) CJ

Cryptogram sequence: CI'CZ,C3'C41C5'CGQC7'C8 'C9

Let 1 = 3, as before

P, = K+C

P, = K+C,

Py = K +Cy

P, = K+C,+0C
P = K+ Cg+C,
Pe = K+ Cg+Cy
P, = K+ Cp+C,
Pg = K+ Cg+Cq
P, = K+Co+C .
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3. The order of dependency observed in Example 1 is
different for the deciphering case, where the recovering
of the text is just dependent on two crypto characters.
Thus, one error in the crypto sequence will just give rise
to two errors in the plaintext.

Figure 21 gives an exa. jle of the transient simple
substitution explained. The value of "i" chosen there
is 50. As an example it can be obsersed here that fcr
the first 50 characters of the plaintext the .letter R is

always substituted by the letter C.
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g RTHIS-IS-H&-EKHHPLE-UF-H-C?CLIC-EEROR-CUREECTING-CGDE-HP

FLIED . TO.AR_CIPHERED MESSAGE___NOISE_GENERATED_IN_A_PROGR

AR_IS MODULO_THO_RDDED TO.THE_MESSAGE_TO.TEST_THE_EFFECT

IVENESS_OF _THE.CODE®

a) Plaintext

Transient substitution

S -y

1 3

REVHENNENP _NTIPVAITN WNPNEHR INENTCOTCNRTCOTREN VNS UOENT

DUCZUAKZGRECSUENZDIUS ™ \EONTITMND IYBINUR IOK (LB I I IINFT\F
CWOLELLIPOCNCDEFPEBPFZIP_DHEOH_TLROBQG ILMOYNHIN MO _FEPVEFRIG

THO_HEHITONGY CROO\E

b) Cryptogram

Figure 1. Data-keyed Cipher - Example of
transient substitution. i = 50.
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ViI. ERROR CORRECTING SCHEME

The data-~keyed cipher of the last section offers to
the system a degradation in the sense that the probability
of word error is doubled due to the nature of the encipher-
ment process, as was explained. This increase in error
will undoubtedly affect the legibility of any message.
Thus it was necessary to look into error correcting codes
that will eventually overcome this present disadvantage.
Again the availability of the digital computer proved to
be very useful for enciphering the message and to encode
it for transmission.

The error correcting code developed was intended for
transmission over a memoryless binary symmetric channel.

A memoryless channel is the one on which noise does not
depend upon previous events. A binary symmetric channel
is one for which the probability of a zero to be changed
to a one, is equal to the probability of a one to be
changed to a zero, during transmission.

Notation that will encountered through this section

follows:
k = Number of information digits
m = Number of check bits
n = Code word length (n = k + m)
e = Maximum number of correctible bit errors

in one woxrd

R = Data rate (R = k/n)




8 = Binary symmetric channel parameter
p(1/0) = p(0/1)

d = Hamming distance between code words.

A. BEST CODE DETERMINATION .
The noise channel theorem as stated by Shannon [Ref. 14]
is:

Let a discrete channel have the capacity C
bits/sec. and a discrete source has the
entropy per second H. If H < C there
exists a coding scheme such that the output
of the source can be transmitted over the
channel with an arbitrarily small frequency
of errors, If H > C , it is possible to
encode the source so that the equivocation
is less than H-C+¢ , where ¢ is
arbitrarily small. There is no method of
encoding that gives an equivocation less
than H - C ,

The discrete source entropy for long messages consistin

of discrete symbols is given by

n
I(x) = - LI p; log Py

i=1

where P; is the probability of occurrence of a given symbol.
In the situation where the symbols are transmitted over a
noisy channel a given symbol X; may be received as Yi-
Shannon's measure of uncertainty at the receiver of what
was actually transmitted is defined as:

H(x/y) = -~ p(x;,v,) log P(x;/¥;)

r I
XY
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For the binary symmetric channel this uncertainty is given

by:
H(x/y) = = (B log 8 + (1-8) log (1-8))
Then the channel capacity is given by
C = H(x) - H(x/y) maximized for H(x) .
A significant parameter commonly used is the probability

of word error in the message instead of the uncertainty

measure. The probability of word error is defined as:

Ple) = Number of wrong decoded words
Number of words in message

It must be noted at this point that there will not
necessarily be a code word for each ASCII character used.
In fact this was the case for the code implemented, where
each 4 bits of the message sequence is encoded into a
15-bit word. Thus, each 8-bit ASCII character was encoded
into two words for transmission.

A "best code" means one that has least probability of
error for any give channel B and the highest rate given hy
the ratio of information bits over the bit-length of each
code word. 7The error correction ability of the code can

be derived from the Varsharmov-Gilbert-Sacks condition

(upper bound)




g e b2 A ek Sk

PRENEN At o e o

2e-1 4\
o T / nil)
i=0
which is a sufficient but not necessary condition. And

from the Hammings lower bound inequality

e
2" > z ( ?‘)
i=0 .

which is a necessary but not sufficient condition for
designing an e-tuple error correcting code.

Conversely, using these conditions, once a code is
chosen and specified by its rate (R) and code word length
(n), the number of correctible e-tuples can be determined.

The theoretical value of probability of error is given

by Ash [Ref. 18]:

ple) = 1 n-i

]
10

i
NiB(l-m

where Ny is the number of correctible e-tuple errors, and

e; = 0,1,2,,.., up to the maximum number of correctible

errors per word.

The Hamming distance (@) is the minimum distance between
code words. If 4 happens to be even and the maximum value

of e is given by (d-1)/2 , this will yield a fraction.

90




[

Then the number of maximum e-tuple errors is given by

Shiva [Ref. 19]

u(y +1)
Number of correctible d/2 errors _ 1 - p]
Total number of d/2 errors n
a/2

dal
where H =
(11

For the same channel (B constant), raducing the probability
of error results in a reduction of the code rate. Working
backwards, for any given probability of error and word
length, one can estimite the information length and code
rate by using the Varsharmov-Gilbert-Sacks condition.

In the present work a cyclic code with a rate R = 4/15
is implemented to overcome the degradation due to the noisy
channel. Its effectiveness was tested by simulating trans-
mission over a binary symmetric channel with different

values of 8.

B. THE (15,4) CYCLIC CODE AND ITS COMPUTER REALIZATION

The theory of Cyclic Codes and their representation by
means of a k-stage feedback shift register is very well
treated by Ash [Ref. 18].

l. Selection of Polynomial

In order to be compatible with the 16-bit organiza-

tion of the PDP-11/40, the characteristic polynomial for
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this code was chosen from Appendix C of Peterson [Ref. 20],

and it was
G(x) = x +x+1

which is an irreducible polynomial and which can be
represented by a 4-stage shift register as shown in Figure
26. Since G(x) is a maximum period irreducible polynomial,
with a period 24-1 = 15 , it divides the polynomial
x15-+1 (modulo 2). Thus, the check polynomial for this

code will be

15
H(x) = E—ETETl = e B e v+ P+l

The polynomial cnosen originates a (15,4) cyclic code,

that is, a code where

k=4
m= 11
n =15

The coefficients of the check polynomial for the code

word 00010011010111., Since the code is cyclic, any cyclic

shift of the check word and any linear combhination of code
words is another code word. This property of the cyclic

code represents an advantage for decoding purposes.

92




(x)o tetuwouktod

T +X + X =

v
sy3sTIeoeRIRYd dY3 JO ISpOdUI abeys-y oz 2anb1d

pxom 3ndur
N

Yoo P

andano Allllll 0d & 1d & A |

-pouTe3qo ST (PIOM IPOD 3U3I)
un unx 03 39T ST xo93stbax IFTYS IUYI USUL °Z
suoT3RINBTIUOD }ORGP3I3F x93sthHax IITUS
ebe3s-y ay3 o3ur TerTexred ut pIpeEol ST popod 2q 03 pIom 3TA-p SUL 1

andano jerIos ITq-GT © 113

:2INpPaXD0Xd




2. Computer Realization of Encoder

Encoding in a digital computer is accomplished by
realizing the shift-register operations by implementing 2
matrix multiplication of the message word by a generator
matrix.

The generator matrix for the characteristic poly-

4

nomial G(x) = x + x + 1 used, was

100010011010111

(G] 0100110101111 00
4,15 0010011010211110
000100110101111

which when multiplied by the message word [x]l'4 » Yielded
the code word [w]l'15 .

A further comment can be made on t@e structure of
the generator matrix: The four rows are code words and
they are linearly independent, and, any of the other code
words can be obtained by linear combination of these four
rows. For ease of computer implementation, to obtain a code
word it was only needed to exclusive-or the rows of
[G]l'15 where a 1 occurs in the message word. For

example,
[x]l,4 =1100 (message word)

First rowof G =1 000100121011 01111 +
Second rowof G=0 1 0 0110101111100

Code word 110001001101 011
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Appendix E shows the complete listing of this

encoding program.

3., Minimum Distance Decoder

Table VIII gives the code words for the 16 possible
message words when the (15,4) cyclic code is used. It can
be observed that the Hamning distance between these code
words is 8. That is, the number of different digits between
code words is 8 (d = 8).

With the minimum distance decoder, if any combination
of giii or less errors occur in a received code word, it
can be corrected with absolute certainty. For this code, any
3 or less errors can be corrected successfully.

For the case when 4-digit errors occur (e = 4, the

Varsharmov-Gilbert-Sacks condition (Upper bound)
m ¢l (n
2 z i
i=0
is not satisfied and thus there exists an uncertainty on
whether a 4-digit error will be corrected. It has been
found experimentally that 67.8% of different combinations

of 4-digit errors can be corrected. Appendix G shows the

complete listing of the decoding program.

C. NOISY CHANNEL SIMULATION
Table IX provides the expected prcbabilities of error
for transmission over a noisy binary symmetric channel when

using the (15,4) cyclic code presented, as given by
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Information Coded Word
word

0000 000000000000 O0O00O
0001 0001001101201111
0010 001001101011110
0011 001101011110001
0100 0100110101311100
0101 01011112100010011
0110 011019111100010
0111 01111000100.1101
1000 100010011010111
1001 100110101111000
1010 101011110001001
1011 101111000100110
1100 110001001101 011
1101 11010111210001100
1110 1110002001101 01
1111 111100010011010

TABLE VIII. Message words and their correspondent
cede word for the (15,4) cyclic code
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Chagnel Probability of error P(e)
0.07050 5.4480 x 1073
0.09797 2.9176 x 10”2
0.12426 6.2425 x 1072
0.13992 1.2542 x 107%
0.1709 1.8780 x 107t
0.26613 4.9052 x 107}

TABLE IX. P(e) vs. channel 8 for the code (15,4)

Cetinyilmaz [Ref. 21]. In the same reference a noise
generating program is presented to simulate different
conditional probabilities of error for the BSC. The same
program was used in this thesis to simulate a noise BSC
and to test the effectiveness of the code implemented.
Appendix F gives a listing of the program.

Having the enciphering scheme, the error correct+.ng
code and a mean for introducing noise into the message to
reflect different values of 8 for the channel, all were
combined 0 simulate a Secure Digital Communication System,

as depicted by Figure 27.

The following is the complete program flow for the

system:
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a) Input program (address 20000 to 20036) - The message

is typed in. The program stores the message in ASCII code
form into memory locations 30002-32000 (16-bit form).
b) Data-keyed cipher program (10000-11044) - The key

to be used is typed in, the program stores it at 30000.

ALY 5 bt A SRR e i e

The program takes the message from 30000-32000, ciphers it

T

and then stores it at 40000-42000 (16-bit form). The
parameter "i" can be selected at address 10014.

c) Input interface program (14000-14036) -~ This program
puts the ciphered text, already in 16-bit form, into 8-bit
form to be handled by the encoding program. 8-bit charac-
‘“ers are moved into memory locations 51000-52000.

d) Encoder program (14040-14152) - Euncodes message and

stores coded words into memory locations 52000-54000.

Generator matrix is stored at

Memory location Content
50200 104656
50202 46570
50204 23274
50206 11536

e) Noise generating program (14540-14754)
f) Noise mixing program (14756~15050) - Takes coded
words from 52000-54000 and exclusive-ors them with noise

words at 32000-34000, thus introducing noise into the text.

Results are stored back at 52000-54000.




g) Minimum distance decoder (14154-14436) - Takes the
distorted coded words from location 52000-54000, decodes

them if they are correctible and stores the deccded words
at location £56000-57000. Check polynomial is 11536 at
address 50104.

h) Output interface program (14440-14464) ~ Takes decoded
words and moves them to 30000-32000 to be deciphered.

i) Data-keyed deciphering program (10000-11044) ~ Same )
as (b), the only change needed is to chang: the contents of
address 10012 from 40002 to 30002 to be compatikle with the
decipherment process. The program deciphers the message
and stores the results in memory locations 40000-42000.

j) Output program (12000-12244) - Prints the cryptogram

and the plaintext message.
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VIII. SUMMARY AND CONCLUSIONS

After looking at the computer organization and
establishing a basis to realize reversible transformations,
three cryptographic systems were implemented:

1. Simple substitution
2, Pseudo-random cipher
3. Data~keyed cipher

The first, provided the basis for tha other two. It
was not intended to provide any significant amount of
security since the cryptanalytic weakness of a simple
substitution is well known.

The pseudo-random cipher is provided with a means to
do polyalphabetic substitutions. This kind qf cipher is
known to be time consvming when done manually. The algorithm
used to generate pseudo-random keys was a simple one,
though it can be as complex as the user desires.

With the data-keyed cipher very significant results
were obtained in the sense that its distribution plots
were fairly flat. A disadvantage presented by this cipher
was the error propagation when deciphering. This fact
motivated the author to look into error correcting codes
to use them with this or any other system. A (15,4) cyclic
error correcting block code was implemented. This code

contributed appreciably to reduce the probability of error,
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P(e), when transmission was simulated over a noisy binary
symmetric channel.

Finally, it can be said that the digital ccmputer is
suitable for encrypting and coding data for transmission,
providing at thc same time many different alternatives for
both functions. With the advent of microprocessors and
with communication systems tending to become all digital,
it is certain that we will see in the future a computer

performing these functions together with many more.
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gileese
elee862
eiopo4
Bloese
612010
e1ee12
813014
819e16
819620
818022
glpe24
eige2¢
@l190z20
@ilaez2
ai1088z4
pLa8286
610040
gl8ed2
pL0844
g1004¢€
@LoeSe
@1eese
pLoesd
eL0ese6
ail8e6d
gilape2
b10pcd
eliges
@leevo
gLaere
812874
gloave
619108
glr1e2
GLot1ed
810108
eleL1d
prosa2
pludid
gLas

4
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APPENDIX

fi. - PROGRAM FOR THE

SIMPLE SUBSTITUTION CIFHER

/ea5e00
/885082
/885037
/177568
/185727
/1773558
’L8e375
/813788
’L72562
/0085083
‘azeee?
/0802686
JLeep82
/812782
’eegepl
/8BE4LE
/ezeez?
/060200
/108063
/012782
’opeeez
‘oBeq4La
Fezee2?
/eeez2e
/Leea8z
’e12vez
’e06003
‘oodded
’elzvec
/epeear
’gesaee
’Led72?
FL??564
SLBRz?S
ALiBaz?
FLPTSES
Seacaal
SeesSec?
FLYTEER
SLBSTEIT

K '.‘":.Sg

-« Vb
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010122
8108124
018126
0181380
810422
818134
818136
8181480
818142
010144
018146
08191586
818152
818154
810815¢€
pie16o
ei01¢62
8108164
81816¢€
10170
fleiv2
818174
a1e1ve
piozea
Bleczez
grezed
glezee
gigzle
gip212
elezl4
pLacie
glezze
Gil@ce2
@Le224
greas

@10228
gLeeze
Lees

gle236
810240
Braz4e
8106244
arozde
§Le230

‘‘‘‘‘‘

P

s e ke

/1088375
/813781
/1?7562
/122704
/880215
/801034
/485227
/177564
/1080275
/148137
’17736¢
/812782
/8808012
/185737
/L77564
/188275
/112737
/ap020o
/1?7566
/8?7207
/185727
’L77364
/188375
AL12?727
/8pezle
FLT?5EE
£1857z7
FL?75¢64
/18BZ735
FLLz27z?
Jpeeztz
FLPTSEE
’BERLz?
/eBLive
/az2zivez
/pgaBed
/189433
/p22782
/epoooe
/LeB423
faapLe?
Jepezee
FLEBAOC
SRLETO4

g Sanp2ed

e

SIMPLE SUBSTITUTION PROGRAMN. ..
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SIMPLE SUBSTITUTION PROGRAM... CONTINUATION

918254 /0B@528
918256 /€208127
, 810268 /882280
: 918262 /180882
“ 010264 /012784
818266 /800260
818278 /8080512
018272 /820127
018274 /0808328
810276 /100083
§18288 /e127084
916282 /00260 i
810384 /£0E504 . i
910306 /812704 :
010316 /0LO260
p10312 /000544
B18214 /820127
818216 /00260
510328 /100003
B18222 /812704
; : B10224 /000240
1 BLEZ26 /000473
» 0108338 /B2RLEY
@10222 /EEEZO0
B1G224 2100803
910226 /012704
BLEI40 /BOC24D
510242 /BOB4ES ,
018344 /020127 '
510346 /000220
§19256 /180803
B18252 /012704
318754 GREZ4D
010256 /008457
616366 /012704
BLAZE2 /00240
g18264 /800434
31B26€ 822703
818270 /800005
018272 /100425
§1QS74 SBZOLE?
ELAZ7E SOOO2E0
B1G400 SLE0003
010402 /012704
BLE4EY SRROIEO

o et

PP

105




ST AR T B o - hal

CIMPLE SUBSTITUTION PROGRAM... CONTINUATION

8184066 /080442

816418 /820127

010412 /p00200

810414 /500082

810416 /012784

810420 ‘popz2e0

816422 /080435

916424 /820127

8i0426 /pB0320

plLB4z0 /100003

810432 /012704

818424 /008220

0i842. /oBB427

818446 /812704

Blo4d42 /abbz2o

818444 ‘00424 :

610446 /@2bLe? °
@L4458 /e@02c0

§10452 /Lle088:

@18454 ‘BL2704

q18456 /oeezoe0 ;
@16460 /BEO4LC ;
@Lodsz spzplae?
glroded /000T00
gLodec Slobooz
GL84706 /0812704
@LE472 /sbROZOO
B1ad474 /000418
@L0476 s@201e?
@16500 seeeze
gles5e2 /1600607
f16504 /9012704
pLaSec ‘eoeoe
018512 /eepdoe
pieSiz /e12764
616514 /600200
@18546 /@rdoel :
Brad528 /@744014 3
pleszz /185727 :
gLasSed4 /L?75€4

@185z6 /160273

BLESZe J11e4:7

@185z2 JL?756¢€

@18Sz4 sp@c2be

BLESZE cpz@22?

it ety g e LT A2 I on B AR A BT At
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SIMPLE SUBSTITUTION PROGRAM... CONTINUATION

8185498
816542
818544
210546
8168550
018552
810554
818556
e1e5€80
Blesez
al1e5¢4d
6165¢¢6
eiLed57e
gLase2

T 818574

81857¢
gLecece
gLoca2
610664
61068¢€
0LeELB
BrecLz
818614
elLee61e
BLHeze
@Lgc2z
@1acad
@Lee2é
pLeesh
@Leeze
@1ee34
@LO6zE
8106480
gieede

/860850
/p8L8z6
/ee5v02
/185727
/177564
/188273
/112727
/8p0215
/L?7366
/ei27e2
/egpalz
/Lasvz?
/177564
/LBBZ?S
’1127327
/eaezee
/LP75¢66
/arrzer
2183727
/177564
SLO83PS
FLA27Z7?
Jeeez1z2
'S Tirg-11"
FLB5737
JL7P564
ALBaz?s
/L1a?z?
L1 B
SL7758¢6
Jaaseez
Fee50684d
Jeea1e?
‘L7244
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pizeee
813002
a12604
e128e6
a1z2010
813812
013014
813816
813028
8130822
8130824
012026
eLzeze
eL30z2
8130834
8120836
0120480
e1ze42
012044
81284¢
813850
812852
@1:854
813856
8128680
@Lrze62
012064
13866

T T T R T T A

APPENDIX B. - PROGRAM TO COUNT THE NUMBER
OF OCCURRENCES OF ERCH CHRRACTEKR IN A MESSAGE
STORED AT LOCATION 40800608 AND UP

/9127084
/1177080
/012782
/0008240
/885002
/812761
/8400080
/821127
/880215
/881484
/022182
/881372
/8e52ez2
/888774
/080240
/008240
/0808240
/183727
/L?77564
/188373
’L182:37
FL?PI6€
’81@a324
’eeszee
/azez22?
Feonz4an
/981351
/0p0000

lo8

o

MEW




18

38

40

S50

€0

65

€6

70

1580
159
166
i7e
171
i¢e
ie4
198
209
218
229
248
259
268
2re
2’1
aew
aee
2895
291
292
29z
z08@
318
328
320
240
250
€8
zee
390
468
410
428
40
458
462
47e
END

APPENDIX C. - PROGRAM TO COMPUTE STATISTICS
OF MESSAGE

BLKDEF B8,32.,1
BLKDEF B4, 22,0
BLKDEF B2,32,80
BLKDEF B3,32,14
LET B2,0, @ABCOEFGHIJKLMNOPRRSTUVHXYZLI /2™ "
BIBSET B8, 3,11
BIBSET B#9,1,15
BIBSET BZ2,1,15
LINK 7110008/, 11

FLOART B&, B1

MOYE Bi,B2

INTG B

LET F8.BL, L

MOYE B2,BA

PRINT ‘TOTAL NUMBER OF OCCURRENCES= ‘,R@
PRINT * 7

PRINT “CHAR NO. OF OCCURRENCES
FOR 12,0, 21

LET R4,B2,I2

STACK 28%,208,5, 1868.,4, 254

LET BL, 12, R4

TRANS 8,82, 12,11
HOLOUT “KB’, 14,77
LET RZ,B1, 12

LET I3, B@,12

PRINT - o1
NEXT Iz

PRINT 7 7

pSPEC ‘CER’

DISPLY BL, M, G
OSPEC ke’

LET RL. 2.

MOVE B1,B2

MUl BL,B1

INTG B2

LET R2,B2Z, 2L

QuUOT R2,R2,R1

PRINT "EXPECTED YALUE = +,RZ
PROD R2Z, k2, F2

INTG Bl

LET RZ,BL, 24

QUOT R3, RI,RQ

UIF R2,RZ. Re

PRINT “VYRRIANCE = 7, FRZ

ETRCY 282,16, &5%

FRINT “CTANDARD DEVIATION = 7, 05
RETURNM

(]
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010000
e10882
010004
810886
81001806
eiee12
e10614
810016
eLe826
gie822
810824
gigea2e6
©0le6z0
el1eesz2
p100824
pieeze
81006480
8Lee42
8100844
BlLe04¢
8100580
g1ee52
plLe854
gleese
6leeeco
Bloece
610064
618066
Bigare
gleeve
aloevd
610876
elelee
pletez
Biele4
BlLeLac
@i16110
ei1p14i2
010114
pleLle
alelz0

APPENDIX D. - PROGRAM FOR THE

/812727
/840802
/801806
/812727
/000087
/88.912
/885037
/837?780
/885000
/885002
/ep502?
/1775680
/185727
/1?7?5606
/1883735
/812708
/L773562
/083082
/pz2ee2?
’eap260
‘leesez
/p12783
/008001
/880416
/azeez?
/880200
/Le0883
/glzves
/eaeebz
/000410
/eceez2?
/pee320
/L80003
’e12763
/0008085
/080402
/8127032
/aapeer
/epdzee
/183737
FL7TS5€4

PATA-KEYED CIPHER




DATAR-KEYED- PROGRAM. .. CONTINURTION

8108122
0106124
819126
010130
@10132
810134
010136
e1014¢p
016142
010144
81814¢
ei04150
010152
010154
818156
gleiea
@leice
plLeLed
610841¢6
ple17e
g1e172
816174
818176
Blecen
plozee
@10264
6l1o206
Ble21e
pleziz2
@le214
@1621¢6
glaz2z2@
fleze2
@ie224
plez2ze
818230
piezz2
a1e2z24
@16236
g1Gz40
fle2de
Gle244
B1az4e
ei@ese
@iecse

/180375
/118037
/1?7566
/810037
/920000
/810837
/8408000
/812?727
/0200802
/e8leez
/812737
/840082
/boloed
/00568081
/885637
/1775¢€80
/183727
/177568
’L8823°75
’8i3701
47?7562
/812704
‘0elgaz
/8108124
/010437
/aelesz
/085084
/e2z27eL
/0082135
/ee184z
/812704
‘0018684
/816114
’LB57327
/477564
’LB0273
/1101327
FL?7566
felavez
/peeaLz
ALBS72T
/L7T7SE4
L0837

ALLETET

/oeezeo
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E . DRTA-KEYED PROGRAM...CONTINURTION

010254 /177566
019256 cservez2e?
p108266 /185727
pLe262 /177564
010264 /100375
018266 /112737
pi8270 /000212
8108272 /177566
] gL@274 /185737
818276 /177564
£16208 /180275
g16382 /112727
p10204 /0068212
810386 /177566
gie210 /0801327
g10212 /0801172
618314 /800248
f18316 /872783
@122 /0600084
g18222 /16068455
piezad /922783
pie226 /800002
f103z6 /180425
gipzz2 /z@127
g#i0z34 /800268
fiBzZZEe /L0002
g18348 /8127684
gi0z4z /pbecéen
p1azd44 /000520
f10246 /B20L27
p16250 /0bEz00
f118:52 /166882
8103254 /812704
p1a8z5¢ /BBA2€Q
#1032€06 /p0EBOLZ
plezee /pee1z7
@16364 s0d8328@
R18ZEE6 /100002
BLezIve £0127684
f10372 /000260
grpiv4 SPDBSAY
paaz?s splaved
fiadpe A008260
fa@eas SREASOL
BeLpapd SRZ2OLZ2T




DATA-KEYED PROGRAM. .. CONTINUARTION

810406
eLe410
818412
610414
010416
810420
810422
010424
8198426
8104380
elLedze
e16434
©1084z¢
Blo448
018442
e10444
810446
810450
818452
610454
610456
B6lo4co
gl1e462
618464
@104¢c6
610470
81472
816474
8184?76
6Le588
f1e582
g16564
818566
gLes510
ei1e512
8108514
616516
@le520
elesze
@1a524
ales52¢6
@leSze
@Lesze
61854
@lesie

/808268
/1000802
/812704
/806240
/008472
’8272?
/608300
/1680603
/812704
/808240
/8088465
’g2e127
/088328
/ieeeez
/812704
/080240
/080457
’€12784
/8002486
080454
/8227082
/880006
’Le@425
’828127
088268
/lee003
’812704
/088220
‘80844z
’eagLz?
‘606306
/106663
/8127084
/ee@z2

/880435
/820127
’eeaize
/1808032
/812704
’aegz2e
/088427
‘812704
‘epazze
’eged24
’B2@eLev
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DATA_KEYED PROGRAM... CONTINURTION

0105480
8108542
818544
2108546
8108558
8408552
8168554
810556
018568
BL@85¢€2
e185¢64
810566
6185786
810572
Bratv4
818576
610600
6LO602
BrocHd
@lip666
BlLec10
gL1e612
aLe614
BLec1E
@106260
pi1oc22
pies24
@Leezs
piacco
Bleeze
618624
@LESZS
Bles40
618642
@10644
@10864¢
0166580
#1a652
@LBE54
W186356
gLocEd
210662
DLeced
Qipece
cLasve

/6082680
/180882
/8127084
/0806300
/88041¢€
/p28127?
/8603080
/16608082
/812704
‘680200
/808410
/gzpLer
‘8BB220
/180082
/012784
/00000
’ege402
/812704
‘abBzoo
‘874001
/874401
/8232737
/eeleLe
4 Eradd:
/1860824
/012704
‘8016086
812427
/801814
‘010427
’ea1606
012704
‘eopeed
’1B6337
‘001814
/07740832
/800241
’eL2r7ed
/ae0085
FLBELZT
faeletd
e g X I
JRLITOY
Joeletd
;8744812
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81e€72
018574
818676
016700
a1ev82
pi6784
e10766
0187180
818712
816714
018716
e18720
e1erez2
818724
810725
6187320
e1e732
g1e724
818725
g1ev4e
8Le7v42
81a744
B1e74¢
@Lev59o
618752
10754
818735¢%
6187686
pLeve2
918764
8Lev6s
218778
g1e?772
g1e774
818776
gL106080
gi1e02
611004
911606
gr101@
@prie12
11614
gLi181¢
pLipze
nri@zz

DATA-KEYED PROGRAM. .. CONTINUATION

/885004
/880248
/880240
/0002480
/185727
/177564
/188375
/118137
177566
/813704
/001004
/810124
/8104237
/861004
/885227
/832?770
/885202
/820227
/0008580
/88108268
/885802
/185737
/L?73564
/180273
FLL27z7
080245
FL??566
/pLarvez
/9800812
/L85737
FL?7564
/L8870
7112737
/eep2en
’L77566
/arraev
/L3737
7177564
/1082373
/112737
JaupELe
FL7?3€6
185727
FATP5E4
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DPATA-KEYED PROGRAM... CONTINURTION 1

811024 /112737
011826 /0B0212
811838 /177566
011832 /005002
0110634 /085004
@1102€6 /800167
811040 /177112
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el14e48
0140842
814044
0814846
814850
814852
p14854
6140856
L4868
pl4362
814064
814866
pl4p70
pi4072
014074
pl4ars
814100
814102
gl4i04
pl41e6
@#14110
pi4te2
gi4.14
gla116
@14128
AldLzz
614124
@l14126
eL141z0
gl41z2
814124
8141326
gld4140
Ald4142
Al4144
@l414¢6
@14150
mi4e52

RPPENDIX E. - ENCODING PROGFAM FOX

/8127080
/8510680
/0802490
/880240
/813782
/8581640
/112837
/8508148
/812783
/ap0p02
/812704
/900884
/8127895
/psezen
’easec?
l858142
‘012561
71862327
/83568144
/183802
/874127
/856442
’8Be240
/8?7424
FBLITZT
’8saLl42
/852080
/885237
‘814124
/883227
’eL4124
‘a?vz2e
’RPT2IT
JeLarI?
/RSzeeq
Jeaezig
fBeaLz?
feaLLve

THE

( 15,4 ) CvCLIC CODE
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014540
814542
814544
814546
8145580
814552
014554
814556
8145¢8@
814562
814564
814566
814570
814572
814574
814576
8146090
814602
614604
814686
a1461@
Bl4612
al14€L4
6id6ls
814628
p14622
pl4cz4
pl4e2é
814630
fai4¢c32
814634
814626
814640
Bl4642
814644
14646
BL146586
14652
fL4654
L4656
B14660
Bpl4ec2
@L146€4
BL4c6e
pl4cev 0

RPPENDIX F. - NOISE GENERATING PROGRAM

/812768
/8320680
/812781
/661660
/885028
/arvie2
/8082480
/812708
/857ee0
70812746
/812785
’8l274¢
/epoaze
’811€67
/800825
/812784
7477284
612714
’8loe00
/8126327
/1?7208
/811467
/eeeaze
/e1z701
FLPPILE
’aLavec
/oeapze
‘012624
;812714
/868461
f8l444¢
FBE27LE
/0eep0zx
’8r?zer
/885227
/6ebep0
/061414
JaLl1eL4
/885844
JRLETLL
JLTPPTS
FB0S7 24
/842714
Jepeaol
;achald
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NOISE GENERATING PROGRAM...CONTINUATION

814672
814674
814676
814708
ei47082
814704
8147086
814718
814712
814714
814716
814720
p14?722
814724
814726
pi4rzo
p147z22
814724
814736
814740
814742
G14744
814746
614750
ai4752
814754

/042774
/egeee1
/eoepee
/0008750
/8850826
/8127680
/e57eed
/812781
/832080
/812782
/8ee177?
/812782
/peeez2a
’peeaze
/‘eeeetl
/B77EAz
/885724
/012762
/084005
fepe2z2@
/ap6@Ld
/8773202
/885721
/877213
/808137
/8eL172
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014154
014156
8141606
814162
814144
814166
81417e0
14172
814174
814176
B142¢8
014282
814204
814206
614210
p14212
814214
pL421¢
814220
814222
pi4224
gid422¢
814229
gL42z2
p14224
614226
814249
Al4242
Bl4244
al424¢
814250
BL4252
814254
B814235¢€
142680
Bl4262
Bi4264
f14426¢
(14278
ei42v2
@i4274
"

APPENDIX G. - DECODING PROGRAM FOR
THE MINIMUM DISTANCE DECODER

7812700
/852000
/0132327
/850108
/858182
/863737
/850408
/es5e1e2
/81270¢
/858104
/812783
/854068
/eL2veq
/800017
/885837
/858Li¢
/8118085
/874185
/812782
Jeneel?
’BB6263
/883337
7838116
J877204
’e227:7
/eapoed
/850146
‘002016
086201
’lBz402
/877424
/ope4de7v
‘062784
/oepee2
/877425
/g084dez
/aL@gLzaz
suesvze
‘epadez
/alavzz
‘gabues
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DECODING PROGRAM. .. CONTINURTION

814276
8142080
814302
8142084
814206
814310
014312
814314
014316
014220
814322
814324
814226
814330
p142z22
814224
014236
gl14z4@
614342
814244
814246
81425@
814352
8142354
B14:25¢
B14:260
B14z52
814264
B142¢66
814370
Bl4zve
g14274
gl4z27¢
@#i14400
814402
Bl14404
p1440¢
014419
814412
614414
Bil441¢
@l4428
014422
@l4424
@1442¢
Bi144z@
BHil44z2
014424
Bl443¢

/885728
/162737
/8600801
/850182
/802236
/egpa4de
/0068248
/8808248
/8008248
/843788
/856100
/812761
/854001
’e1a27ez2
/856008
/885002
/805004
/112182
/885201
/112164
/8085201
/0127035
/0088085
‘088241
JiBELEz
‘arries
/812708
‘opaeed
g 414 K
saviine
/gLares
‘eeeess
Sepe24e
‘LB6184
‘er7see
/812789
‘oaeeed
Jieezad
Javreaae
/812785
/eapeos
/880241
/Lecied
JB77a8e
‘avdzed
JL1adeze
FB7TR40
SaeeLIT
R0 & e
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